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ABSTRACT 

A topic of mathematics that studies subjective uncertainty is known as uncertainty theory. Entropy is a 

crucial idea that offers a numerical assessment of the uncertainty connected to uncertain variables. This 

study suggests a few entropy formulas for functions of unknown variables with regular uncertain 

distributions to facilitate the computation of entropy. Finally, directly following from these 

formulations is the proof of the entropy operator's positive linearity feature. 

 

1.  Introduction 

An objective way to quantify the level of uncertainty is 

through entropy. Zadeh [2] was the first to use fuzzy entropy, 

which he described as a weighted Shannon entropy, to measure 

fuzziness. He was inspired by the Shannon entropy of random 

variables [1]. Numerous researchers, including De Luca and 

Termini [3], Kaufmann [4], Yager [5], Kosko [6], Pal and Pal 

[7], Pal and Bezdek [8], Bhandari, Pal [9], and Liu [10], have 

researched fuzzy entropy to date. These definitions of entropy, 

however, described the uncertainty caused by the challenge of 

determining whether or not an element belongs to a set, i.e., 

they characterised the uncertainty caused by linguistic 

vagueness rather than information deficiency, and they 

disappeared when the fuzzy variable is an equipossible one. 

According to Liu [11], an entropy should adhere to the 

following three criteria. Minimum: A crisp integer has a 

minimum entropy of 0, or 0. Entropy of an equipossible fuzzy 

variable is at its highest level. Universality: The entropy is 

relevant in both discrete and continuous circumstances, in 

addition to finite and infinite cases. Li and Liu [12] developed 

a new definition of fuzzy entropy based on these specifications 

to describe the uncertainty brought on by a lack of knowledge. 

In 2007, Liu [13] proposed the idea of uncertain measure 

as a crucial component of uncertainty theory, which is now 

being developed as a discipline of mathematics that 

investigates uncertainty in human systems. It satisfies some 

mathematical qualities including normalcy, monotonicity, self-

duality, and countable subadditivity and is essentially a set 

function. The application of uncertainty theory to uncertain 

processes, uncertain processes, uncertain differential equations, 

uncertain optimum controls, and other areas has grown in 

recent years. Gao [14] has researched the semi-canonical 

process' characteristics. 

In order to describe the uncertainty of uncertain variables 

brought on by a lack of information, Liu [15] proposed the idea 

of entropy of uncertain variables in 2009. There are an endless 

number of uncertainty distributions that are consistent with the 

existing knowledge in many practical situations when only 

partial information is available about uncertain variables like 

anticipated value and variance. According to the maximum 

entropy principle, Jaynes [16] advised selecting the distribution 

for random variables that has the highest entropy. The 

maximum entropy concept of uncertainty distribution for 

uncertain variables was studied by Chen and Dai [17]. 

Entropy of unknown variables is a crucial idea that is 

frequently employed in both theory and practise. However, 

using the definition alone to directly determine the entropy of a 

function of uncertain variables is still rather challenging. The 

author derived several formulas to determine the entropies of 

functions of uncertain variables with regular distribution in 

order to improve the entropy calculation algorithm. To 

demonstrate how to apply these formulas, some examples are 

provided. By using these formulas, the author demonstrated in 

this study that the entropy operator has a positive scalability 

property. It might be useful in various operation research issues 

where the entropy is used in the modelling process. 

 

2.  Some basic concepts 

An uncertain measure M is a real-valued set-function on a 

σ-algebra P over a nonempty set T. Each element in P is called 

an event. The value M{A} is a number assigned to event A, 

which indicates the uncertainty that A will occur. An uncertain 

measure is normal, self-dual and countable subadditivity. 
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Axiom 1 (Normality). M{Γ } = 1. 

 

Axiom 2 (Self-Duality). M{Λ} + M{Λ
c
 } = 1 for event Λ. 

 

Axiom 3 (Countable Subadditivity). For every countable 

sequence of events {Λi}, one should have 

 

1 1

{ }i i
i

i

M M
∞∞

= =

 
∪ Λ ≤ Λ 
 

∑ . 

 

Axiom 4 (Product Measure Axiom). Let Γk be non-empty 

sets on which Mk are uncertain measures, k = 1, 2, . . . , n, 

respectively. Then the product uncertain measure M is an 

uncertain measure on the product σ-algebra P = P1 × P2 × ….. 

× Pn satisfying 

 

1 1
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n

k k k
i i n
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= ≤ ≤

 
Π Λ = Λ 
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Definition 1 (Liu [13]). Let T be a nonempty set, P a σ-

algebra over T, and M an uncertain measure. Then the triplet 

(T, P, M) is called an uncertainty space. 

 

Definition 2 (Liu [13]). An uncertain variable is a function 

from an uncertainty space (T, P, M) to the set of real numbers. 

You [18] and Gao [19] studied some properties of 

uncertain measure. The uncertainty distribution function Φ : R 

→ [0, 1] of an uncertain variable ξ is defined as Φ(x) = M{ξ ≤ 

x}. It has been proved by Peng and Iwamura [20] that a 

function is an uncertainty distribution function if and only if it 

is an increasing function except Φ(x) = 0 and Φ(x) = 1. 

 

Definition 3 (Liu [13]). The uncertain variables ξ1, ξ2, 

….., ξm are said to be independent if 

 

1 1
min { }

m

i i i i
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∩ ξ ∈ = ξ ∈ 
 

 

 

for any Borel sets B1, B2, ….., Bm of real numbers. 

 

Definition 4 (Liu [13]). Let ξ be an uncertain variable. 

Then the expected value of ξ is defined by 

 
0

0

[ ] { } { }E M r dr M r dr
+∞

−∞

ξ = ξ ≥ − ξ ≤∫ ∫  

 

provided that at least one of the two integrals is finite. 

The regular uncertain variable is discussed in the final 

definition. If an uncertain variable has a regular uncertainty 

distribution, it is referred to as a regular uncertain variable. 

Definition 5 (Liu [11]). An uncertainty distribution Φ is 

said to be regular if its inverse function Φ−1(α) exists and is 

unique for each α ∈ (0, 1). 

The distribution of functions for uncertain variables is then 

deduced using three theorems that are introduced in Liu [11]. 

 

Theorem 1 (Liu [11]). Let ξ1, ξ2, ….., ξn be independent 

uncertain variables with regular uncertainty distributions 

Φ1,Φ2, ….., Φn, respectively. If f : Rn → R is a strictly 

increasing function, then 

 
ξ = f (ξ1, ξ2, ….., ξn) 

 

is an uncertain variable with uncertainty distribution 
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x x
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ψ = Φ , x ∈ R 

 

whose inverse function is 

 
1 1 1 1

1 2( ) ( ( ), ( ),....., ( ))nf
− − − −ψ α = Φ α Φ α Φ α , 0 < α < 1. 

 

Theorem 2 (Liu [11]). Let ξ1, ξ2, ….., ξn be independent 

uncertain variables with regular uncertainty distributions 

Φ1,Φ2, ….., Φn, respectively. If f : Rn → R is a strictly 

decreasing function, then 

 
ξ = f (ξ1, ξ2, ….., ξn) 

 

is an uncertain variable with uncertainty distribution 
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1( , ,..., )

( ) sup min(1 ( ))
n

i i
i nf x x x x

x x
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ψ = − Φ , x ∈ R 

 

and its inverse function may be expressed as: 

 
1 1 1 1

1 2( ) ( (1 ), (1 ),....., (1 ))nf
− − − −ψ α = Φ − α Φ − α Φ − α , 0 < α < 1. 

 

Theorem 3 (Liu [11]). Let ξ1, ξ2, ….., ξn be independent 

uncertain variables with regular uncertainty distribution Φ1,Φ2, 

….., Φn, respectively. If f : Rn → R is a strictly increasing 

function with respect to x1, x2, ….., xm and strictly decreasing 

function with xm+1, xm+2, ….., xn, then 

 
ξ = f (ξ1, ξ2, ….., ξn) 

 

is an uncertain variable with uncertainty distribution 

 
1 2
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( ) sup min ^ min (1 ( ))
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ψ = Φ − Φ , x ∈ R 

 

and its inverse function may be expressed as: 

 
1 1 1 1 1

1 1( ) ( ( ),....., ( ), (1 ),....., (1 ))m m nf
− − − − −

+ψ α = Φ α Φ α Φ − α Φ − α , 

0 < α < 1. 

 

3.  Entropy theorems 

Entropy is a notion that will be introduced in this part, 

along with many formulas that may be used to determine its 

value for functions of uncertain variables with regular 

distributions. The following definition applies to Liu's [15] 

concept of entropy. 

 

Definition 6 (Liu [15]). Suppose that ξ is an uncertain 

variable. Then its entropy is defined by 

 

[ ] ( { })H S M x dx
+∞

−∞

ξ = ξ ≤∫ , 
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where S(t) = −t ln t − (1 − t) ln (1 − t). 

 

Theorem 4. Assume ξ is an uncertain variable with 

regular uncertainty distribution Φ. If the entropy H[ξ] exists, 

then 

 
1

1

0

[ ] ( )ln
1

H d
− α

ξ = Φ α α
− α
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Proof. Since ξ has a regular uncertainty distribution Φ, 

one should have 

 

[ ] ( ( )H S x dx
+∞
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where ' '( ) ( ln (1 )ln(1 )) ln
1

S
α

α = −α α − − α − α = −
− α

 

 

By the Fubini theorem, one should have 
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The theorem is proved. 

 

Theorem 5. Assume ξ1, ξ2, ….., ξn are independent 

uncertain variables with regular uncertainty distribution Φ1,Φ2, 

….. , Φn, respectively. If f : Rn → R is a strictly monotone 

function, then the uncertain variable ξ = f (ξ1, ξ2, ….., ξn) has 

an entropy 
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1 1 1
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Proof. If f is a strictly increasing function, letting ψ be the 

distribution function of f (ξ), it easily follows from Theorem 1 

that 

 
1 1 1 1

1 2( ) ( ( ), ( ),....., ( ))nf− − − −ψ α = Φ α Φ α Φ α . 

 

Then Theorem 4 demonstrates that 
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Otherwise, if f is a strictly decreasing function, by 

Theorem 2, it turns that 
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− − − −ψ α = Φ − α Φ − α Φ − α . 
 

Then Theorem 4 demonstrates that 
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The theorem is proved. 

 

Theorem 6. Assume ξ1, ξ2, ….., ξn are independent 

uncertain variables with regular uncertainty distribution Φ1,Φ2, 

….., Φn, respectively. If f : Rn → R is a strictly increasing 

function with respect to x1, x2, ….., xm and strictly decreasing 

function with xm+1, xm+2, ….., xn, then the uncertain variable ξ = 

f (ξ1, ξ2, ….., ξn) has an entropy 
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Proof. Let ψ be the distribution function of f (ξ). Then 

Theorem 3 demonstrates that 
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Then Theorem 4 demonstrates that 
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The theorem is proved. 

 

4.  Entropy operator 

In this section, the author shall prove the positive linearity 

of entropy. 

 

Theorem 7. Let ξ and η be independent uncertain 

variables. Then for any real numbers a and b, one should have 

 

H[aξ + bη] = |a|H[ξ ] + |b|H[η]. 

 

Proof. Suppose that ξ and η are independent uncertain 

variables with regular distributions Φ and ψ, respectively. 

Otherwise, one may give them a small perturbation such that 

the uncertainty distributions are regular. Theorem 5 

demonstrates that 
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Since the function f (x, y) = x + y is strictly monotone, 

Theorem 5 demonstrates that 

 
1

1 1

0
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           [ ] [ ]H H= ξ + η . 

 

One proves H[aξ ] = aH[ξ ]. If a = 0, then the equation 

holds trivially. If a > 0, Theorem 5 demonstrates that 

 
1

1

0

[ ] ( ) ln
1

H a a d− α
ξ = Φ α α =

− α
∫ |a|H[ξ ]. 

 

Finally, for any real numbers a and b, above theorem 

demonstrates that 

 

H[aξ + bη] = H[aξ] + H[bη] = |a|H[ξ] + |b|H[η]. 

 

The theorem is proved. 

 

5.  Conclusions 

In this article, the author discussed a few techniques for 

calculating the entropy of functions with regular distributions 

and uncertain variables. The author provided a number of 

formulas for rising, decreasing, and hybrid functions to 

simplify the calculation. This paper concludes by proving the 

entropy operator's positive linearity feature. 
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