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ABSTRACT 
Multiplexing as a technique provided in a network is used to combine several input signals into a 
composite signal before it is sent over a shared medium. Multiplexed networks utilize diverse 
approaches of multiplexing, but conceptually all of them work similarly. A multiplexer (MUX) generates 
a compound signal by combining the different network signals before transmitting it over a shared 
channel. The hardware chip design depends on the configuration of the multiplexer in the 
communication network. The study of this work is conferred as the digital logic design and simulation 
of various configurations of the multiplexer hardware. The evaluation of performance is also measured 
on the Virtex-5 series of Xilinx FPGA and the functionality of each configured design is checked logically 
on ISE 14.7 software. The simulation and current analysis of the chip design of various configurations of 
multiplexer assists the designers to check the chip performance, memory, timing, and hardware 
implementation parameters which can be further incorporated with specific networks. 

 
1.  Introduction 

The development of multiplexer technologies has 

accompanied that of digital communication, networking, and 

computing in recent years. Multiplex networks [1, 2]  which 

feature several levels of different interconnections amid 

constituents as well as the interaction between these 

interconnection layers, are used by many complex real-world 

systems to carry out their emergent functions. To simulate the 

characteristics of integrated social networks, multiplex 

networks are used. The interconnections in several composite 

systems including society, transportation, biology, etc. have 

been effectively defined using network theory [3-5]. Multiple 

connection channels are used in systems known as multi-layer 

networks. Each channel is made up of layers, and nodes in 

various levels often have various kinds of connections. The 

multiplex network is the name given to such a complicated 

model [6]. 

A crucial component of multiplex dynamic networks is 

synchronization. Additionally, the issue of network 

synchronization has gained a lot of attention in the area of 

brain signals [7]. Currently, the challenge of synchronizing the 

layers of multilayer networks and diverse networks interacting 

with one another arose in conjunction with the development of 

concepts about complex networks [8]. The global and local 

connection requirements for achieving definite and steady-time 

phase-frequency order are met by using a unique multiplex 

control [9].  

In the Internet of Things (IoTs), at the time of 

communication multiplex networks may efficiently constitute 

network data produced by the sensors integrated across many 

platforms [10]. One of the most significant advancements in 

Fourier ptychographic microscopy (FPM) that significantly 

speeds up picture acquisition and reconstruction is the 

multiplex lighting system  used in the Internet of Medical 

Things (IoMT).On multiplex networks the interactions 

between illness and disease-based information were examined 

[11, 12].  

The challenges to energy security throughout the switch to 

renewable energy systems move from crude oil to vital 

minerals like cobalt. Thus, in the next age of renewable energy, 

comprehending the global cobalt industrial chain has become a 

new difficulty. Network scientists see the worldwide cobalt 

industrial chain as a multiplex network [13]. Internet of things, 

high-definition video streaming, online gaming, and other low 

latency and high bandwidth network applications have become 

more common in recent years. To combine various audio or 

video signals into a single transmission stream for audio and 

video broadcasting systems, multiplexers are used [14].  

The fundamental characteristics of WDM are consistent 

spectral division and modulation levels, which restrict 

flexibility and resource application in these networks. As a 

result, it has been suggested that the primary characteristic of 

elastic optical networks is the usage of the radio spectrum of 

optical fibers in the absence of permanent and preset partition 

[15, 16].  

The proposed study considers the multi-input information 

approach in designing various configurations of multiplexers. 

The various multiplexer configurations determine the timing, 

memory, and hardware utilization parameters in terms of 

slices, look-up tables (LUTs), memory consumption, 

combinational delay, etc. 

The contributions of this study are many folds as 

awareness about the advantages of multiplexed networks, to 
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know the different indices of field programmable gate array 

(FPGA) used to check the performance evaluation of the same 

digital logic by using timing and hardware utilization. 

 

 

 
Figure 1: Functional table of (a) (16×1) MUX, (b) (32×1) MUX, (c) (64×1) MUX. 

 

 
Figure 2: (16×1) MUX by using (4×1) MUXs 

 

 
Figure 3: (32×1) MUX by using (8×1) and (4×1) MUXs. 
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2.  Materials and methods 
2.1  Materials 

The chip design is done with the help of Xilinx ISE 14.7 

software and Virtex-5 series of Xilinx FPGA hardware kit is 

utilized for the synthesis of the designed chip. 

 

2.2  Methods 

The following technique is provided to assist the design. 

The process involves chip analysis and step-by-step execution 

like Constraints on design, design approach, modeling 

approach, RTL analysis, functional simulation, Test cases 

analysis, FPGA synthesis, parameters analysis, and at last 

comparative analysis are the typical phases. 

Design Constraints: Select the size of multiplexer as the 

clustered data. For example, the design is based on like (16×1), 

(32×1) and (64×1) configurations of MUX. 

Design Approach: The (16×1) multiplexer is a network 

device that contains four selection lines (S0 to S3) and sixteen 

numbers of input choices (X0 to X15). It has single output, Y, 

which, is linked to one of the sixteen choices of input 

depending on the signals received by selection lines (S0 to S3).  

Similarly, (32×1) and (64×1) multiplexers contain five (S0 

to S4) and six (S0 to S5) selection lines, thirty-two (X0 to X31) 

and sixty-four (X0 to X63) numbers of input choices 

respectively. They also have a single output, Y, which is linked 

to one of the input lines according to the signals received by 

the selection lines.  

The functional table of (16×1), (32×1), and (64×1) MUXs is 

presented in Figure 1 and the design of (16×1), (32×1), and 

(64×1) MUXs are depicted in Figures 2, 3 and 4 respectively in 

the form of block diagram representation. The design of the 

MUXs is based on modular approach in which each 

configuration of MUXs is implemented by dividing the whole 

configuration into five modules like the design of (16×1) MUX 

has five (4×1) MUXs, design of (32×1) MUX has four (8×1) 

MUXs and one (4×1) MUX similarly (64×1) MUX has four 

(16×1) MUXs and one (4×1) MUX. 

 

 
Figure 4: (64×1) MUX by using (16×1) and (4×1) MUXs.

 

The output Y of (16×1), (32×1), and (64×1) MUXs in logical form are given by Eqs. (1), (2) and (3) respectively. 

Y = S̅0S̅1S̅2 S̅3X0 + S̅0S̅1S̅2 S3X1 + S̅0 S̅1S2S̅3X2 +  S̅0S̅1S2S3X3 + S̅0S1S̅2S̅3X4 + S̅0S1S̅2S3X5 + S̅0S1S2S̅3X6 +
S̅0S1S2S3X7 + S0S̅1S̅2 S̅3X8 + S0S̅1S̅2S3X9 + S0S̅1S2S̅3X10 + S0S̅1S2S3X11 + S0S1S̅2S̅3 X12 + S0S1S̅2S3X13 + S0S1S2S̅3X14 +
S0S1S2S3X15                                                                                                                                                                                                               (1)  

 Y = S̅0S̅1S̅2 S̅3S̅4X0  + S̅0S̅1S̅2S̅3S4X1 +  S̅0S̅1S̅2S3S̅4X2 +  S̅0 S̅1S̅2S3S4X3 + S̅0S̅1S2S̅3S̅4X4 + S̅0S̅1S2S̅3S4X5 +
S̅0S̅1S2S3S̅4X6  + S̅0S̅1S2S3S4X7 + S̅0S1S̅2S̅3S̅4X8 + S̅0S1S̅2S̅3S4X9  +  S̅0S1S̅2S3S̅4X10 +  S̅0S1S̅2 S3S4X11 +  S̅0S1S2S̅3S̅4X12 +
S̅0S1S2S̅3S4X13 + S̅0S1S2S3S̅4X14 + S̅0S1S2S3S4X15  + S0S̅1S̅2 S̅3S̅4X16  + S0S̅1S̅2S̅3S4X17 + S0S̅1S̅2S3S̅4X18 +
  S0S̅1S̅2S3S4X19 + S0S̅1S2S̅3S̅4X20 + S0S̅1S2S̅3S4X21 + S0S̅1S2S3S̅4X22  + S0S̅1S2S3S4X23 + S0S1S̅2S̅3S̅4X24 + S0S1S̅2S̅3S4X25 +
S0S1S̅2S3S̅4X26 +  S0S1S̅2 S3S4X27 + S0S1S2S̅3S̅4X28 + S0S1S2S̅3S4X29 + S0S1S2S3S̅4X30 +
S0S1S2S3S4X31                                                                                                                                                                                                          (2) 

Y= S̅0S̅1S̅2 S̅3S̅4S̅5X0  + S̅0S̅1S̅2S̅3S̅4S5X1 +  S̅0S̅1S̅2S̅3S4S̅5X2 +  S̅0 S̅1S̅2S̅3S4S5X3 + S̅0S̅1S̅2S3S̅4S̅5X4 + S̅0S̅1S̅2S3S̅4S5X5 +
S̅0S̅1S̅2S3S4S̅5X6  + S̅0S̅1S̅2S3S4S5X7 + S̅0S̅1S2S̅3S̅4S̅5X8 + S̅0S̅1S2S̅3S̅4S5X9  +  S̅0S̅1S2S̅3S4S̅5X10 +  S̅0S̅1S2S̅3 S4S5X11 +
 S̅0S̅1S2S3S̅4S̅5X12 + S̅0S̅1S2S3S̅4S5X13 + S̅0S̅1S2S3S4S̅5X14 + S̅0S̅1S2S3S4S5X15  + S̅0S1S̅2S̅3 S̅4S̅5X16  + S̅0S1S̅2S̅3S̅4S5X17 +
S̅0S1S̅2S̅3S4S̅5X18 +  S̅0S1S̅2S̅3S4S5X19 + S̅0S1S̅2S3S̅4S̅5X20 + S̅0S1S̅2S3S̅4S5X21 + S̅0S1S̅2S3S4S̅5X22  + S̅0S1S̅2S3S4S5X23 +
S̅0S1S2S̅3S̅4S̅5X24 + S̅0S1S2S̅3S̅4S5X25  + S̅0S1S2S̅3S4S̅5X26 + S̅0S1S2S̅3 S4S5X27 +  S̅0S1S2S3S̅4S̅5X28 + S̅0S1S2S3S̅4S5X29 +
S̅0S1S2S3S4S̅5X30 + S̅0S1S2S3S4S5X31 + S0S̅1S̅2 S̅3S̅4S̅5X32  + S0S̅1S̅2S̅3S̅4S5X33 + S0S̅1S̅2S̅3S4S̅5X34 + S0S̅1S̅2S̅3S4S5X35 +
S0S̅1S̅2S3S̅4S̅5X36 + S0S̅1S̅2S3S̅4S5X37 + S0S̅1S̅2S3S4S̅5X38  + S0S̅1S̅2S3S4S5X39 + S0S̅1S2S̅3S̅4S̅5X40 + S0S̅1S2S̅3S̅4S5X41  +
S0S̅1S2S̅3S4S̅5X42 + S0S̅1S2S̅3 S4S5X43 + S0S̅1S2S3S̅4S̅5X44 + S0S̅1S2S3S̅4S5X45 + S0S̅1S2S3S4S̅5X46 + S0S̅1S2S3S4S5X47  +
S0S1S̅2S̅3 S̅4S̅5X48  + S0S1S̅2S̅3S̅4S5X49 + S0S1S̅2S̅3S4S̅5X50 + S0S1S̅2S̅3S4S5X51 + S0S1S̅2S3S̅4S̅5X52 + S0S1S̅2S3S̅4S5X53 +
S0S1S̅2S3S4S̅5X54  + S0S1S̅2S3S4S5X55 + S0S1S2S̅3S̅4S̅5X56 + S0S1S2S̅3S̅4S5X57  + S0S1S2S̅3S4S̅5X58 + S0S1S2S̅3 S4S5X59 +
S0S1S2S3S̅4S̅5X60 + S0S1S2S3S̅4S5X61 + S0S1S2S3S4S̅5X62 + S0S1S2S3S4S5X63                                                                                    (3) 
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Figure 5: Simulation waveforms of (16×1) MUX. 

 

 
Figure 6: Simulation waveforms of (32×1) MUX. 

 

Modeling Approach: The design adheres to modelling 

and design that are based on VHDL. In the ISE 14.7 software, 

it may have the data-flow model, behavioral model, and 

structural model. 

RTL Analysis: The number of pins that are utilized in the 

design is shown in the RTL. Based on the input and output 

direction pins, it is verified. 

Functional Simulation: For the functional simulation 

utilized to evaluate various test cases and inputs for all the 

developed semiconductors, the Xilinx ISIM waveform 

simulator is used. 

Test Cases Analysis: It is possible to examine the output 

in waveforms with various time delays and input to output 

nodes using various test samples and scenarios. 

FPGA Synthesis: Locking the pins in the FPGA Kit is 

followed by logic application insertion, and burning the 

programme in the FPGA using the Virtex-5 FPGA synthesis 

approach. 
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Parameter Analysis: Slices, look-up tables (LUTs), 

input-output blocks (IoBs), and memory are among the 

hardware characteristics of the FPGA that are examined. 

Analysis also requires the timing characteristics, such as delay 

and frequency. 

Comparative Analysis: In order to determine the 

performance of multiplexer chips with various configuration-

based designs in terms of hardware, memory, and timing 

simulation, comparative analysis is carried out for the 

hardware and timing parameters. 

 

3.  Results and discussion 

The simulation of (16×1), (32×1), and (64×1) MUXs is carried 

out in ISE 14.7 and the result obtained is presented in Figures 

5, 6 and 7 respectively. 

 

 
Figure 7: Simulation waveforms of (64×1) MUX. 

 

Table 1: Comparison of different configurations of the multiplexer for various modeling on Virtex-5. 

    Modeling 

 

 

    FPGA 

 Parameters 

Multiplexer (16×1) Multiplexer (32×1) Multiplexer (64×1) 

 

Data-flow 

 

Behavioral 

 

Structural 

 

Data-flow 

 

Behavioral 

 

Structural 

 

Data-flow 

 

Behavioral 

 

Structural 

Slices 4/3120 2/3120 4/3120 4/3120 6/3120  7/3120 18/3120 15/3120 25/3120 

LUTs 5/12480 5/12480 5/12480 11/12480 10/12480 8/12480 28/12480 21/ 12480 38/12480 

I/Os 20/172 21/172 21/172 38/172 38/172 30/172 71/172 71/172 67/172 

Delay (ns) 5.668   5.709 5.668 6.417 6.128 6.253  6.590 6.842 7.591 

Memory 

(kb) 

4551876 4550292 4550932 4552020 4549908 4551252 4556116 4550228 4554324 

 

Table 1 shows the result obtained from Virtex-5 FPGA for 

(16×1), (32×1), and (64×1) configurations of multiplexers. 

From the table, it is observed that among the data-flow 

modeling, behavioral modeling and structural modeling the 

behavioral modeling outperformed in terms of the number of 

slices, LUTs, and memory consumption.  

 

4.  Conclusions 
The simulation and hardware chip design are done 

successfully by using different modeling of VHDL language 

for various configurations of the multiplexer at Xilinx ISE 

14.7. The design concept is based on scalable design and data 

flow, behavioral and structural modeling’s are followed to 

estimate the performance of the system on the Virtex-5 FPGA 

hardware kit. The slices used in (64×1) MUX design are 18, 

15, and 25 for data flow, behavioral and structural modeling 

respectively. The LUTs of (64×1) MUX design is 28, 21, and 

38 for data-flow, behavioral and structural modeling 

respectively. The total delay of (64×1) MUX design is 6.590 

ns, 6.842 ns, and 7.591 for data flow, behavioral and structural 

modeling respectively. The memory usage of (64×1) MUX is 

4556116 KB, 4550228 KB, and 4554324 KB for data flow, 

behavioral and structural modeling respectively. 
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